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What happens after we solve
continual learning?

Stephanie C.Y. Chan



Lots of reasons we want continual learning

-> Specialization and => Cumulative learning
personalization - Amortizing the cost of learning
=> Adapt to the non-stationarity

(c.f. in-context learning, where the learning
is discarded after every instance)

of the world

=> Avoid retraining from scratch



But when Al models become dynamic, much of Al
evaluation and alignment goes out the window

Because many techniques are built for static models.

This could be an impediment to deployment.
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lllustrative examples: Model cards, RLHF

Fundamental challenges with existing methods

New issues arise

Relationship to existing research areas in continual learning

Open challenges and potential directions



When Al models become dynamic, much of Al safety
and alignment goes out the window

Because many techniques are built for static base models.

Case 1: Safety analysis

Case 2: RL-based alignment




Case 1: Safety analysis

E.g. Model cards: “Nutrition labels” for models

(Mitchell et al, 2018)

Involves extensive testing before deployment:

o
o
e detailed reporting
o

evaluation on fixed benchmarks (Shevlane et al, 2023)
red-teaming (Perez et al, 2022)

Model Card

e Model Details. Basic information about the model.
- Person or organization developing model
- Model date
— Model version
— Model type
- Information about training algorithms, parameters, fair-
ness constraints or other applied approaches, and features
— Paper or other resource for more information
- Citation details
- License
— Where to send questions or comments about the model
o Intended Use. Use cases that were envisioned during de-
velopment.
— Primary intended uses
- Primary intended users
- Out-of-scope use cases
o Factors. Factors could include demographic or phenotypic
groups, environmental conditions, technical attributes, or
others listed in Section 4.3.
— Relevant factors
- Evaluation factors
e Metrics. Metrics should be chosen to reflect potential real-
world impacts of the model.
- Model performance measures
- Decision thresholds
- Variation approaches
e Evaluation Data. Details on the dataset(s) used for the
quantitative analyses in the card.
— Datasets
- Motivation
— Preprocessing
o Training Data. May not be possible to provide in practice.
When possible, this section should mirror Evaluation Data.
If such detail is not possible, minimal allowable information
should be provided here, such as details of the distribution
over various factors in the training datasets.
® Quantitative Analyses
- Unitary results
— Intersectional results
o Ethical Considerations
e Caveats and Recommendations




Case 1: Safety analysis

E.g. Model cards: “Nutrition labels” for models
(Mitchell et al, 2018)

e Standard practice for major model releases
(also called “system card”)

e Required/recommended in EU Al Act,
US NIST Al Risk Management Framework

But evaluations are on a static model at release.

— The results cannot be assumed to hold, if the model is
dynamically changing after deployment.

— And current evaluation methods are too expensive to be
deployed on a continual basis.

Model Card

® Model Details. Basic information about the model.
- Person or organization developing model
- Model date
- Model version
— Model type
- Information about training algorithms, parameters, fair-
ness constraints or other applied approaches, and features
— Paper or other resource for more information
- Citation details
- License
— Where to send questions or comments about the model
o Intended Use. Use cases that were envisioned during de-
velopment.
— Primary intended uses
- Primary intended users
- Out-of-scope use cases
Factors. Factors could include demographic or phenotypic
groups, environmental conditions, technical attributes, or
others listed in Section 4.3.
- Relevant factors
- Evaluation factors
Metrics. Metrics should be chosen to reflect potential real-
world impacts of the model.
- Model performance measures
- Decision thresholds
- Variation approaches
Evaluation Data. Details on the dataset(s) used for the
quantitative analyses in the card.
— Datasets
- Motivation
— Preprocessing
Training Data. May not be possible to provide in practice.
When possible, this section should mirror Evaluation Data.
If such detail is not possible, minimal allowable information
should be provided here, such as details of the distribution
over various factors in the training datasets.
® Quantitative Analyses
- Unitary results
— Intersectional results
o Ethical Considerations
e Caveats and Recommendations




[ Case 2: RL-based alignment }

A major family of techniques for alignment

e RL from human feedback (Christiano et al, 2017)

human

predicted EATRDESI [ i feedback

reward

e Instruction-tuning (Ouyang et al, 2022) observation

RL algorithm environment

action

e RL from Al feedback (Bai et al, 2022)

RL-based post-training is a massive and expensive part of training foundation
models. It cannot be done repeatedly!



Summary: Challenges with many existing methods

[ Case 1: Safety analysis } e assume a static model

e performed before deployment

[ Case 2: RL-based alignment J e expensive to perform on a continual basis




The parameters of the ecosystem could matter

How many models How frequently are How large are the
will there be? the models updating? updates?

These factors affect what solutions are possible, and how serious the issues might be.

Some hypothetical scenarios to consider:

1. Every Fortune 500 company has their own model that is continually learning about
the company and their business, updated every minute.

2. 50% of all adults worldwide have a personal assistant that is continually learning
about a person’s life, environment, and preferences.

Q: Do these seem like realistic scenarios? Are there other parameters that matter?



What might still work?

Online classifiers

applied during deployment,
not before

The ol model series is trained with large-scale reinforcement learning to reason
using chain-of-thought. These advanced reasoning capabilities provide new
avenues for improving the safety and robustness of our models. In particular, our
models can reason about our safety policies in context when responding to
potentially unsafe prompts, through deliberative alignment”. This leads to state-
of-the-art performance on certain benchmarks for risks such as generating illicit

advice, choosing stereotyped responses, and succumbing to known jailbreaks.



What might still work?

Metamorphic testing

e ensure that invariances hold
e useful when there is no oracle (e.g.
with changing ground truths)

2025

AVs should respect traffic laws in the
same way, whether day or night

For an invariance f:

if a model outputs y in response to x,
then it should also output y in response to f(x)

2030

traffic laws
change

AVs should still respect traffic laws in
the same way, whether day or night



What might still work?

e But these have not yet been applied to the
continual learning setting.

e And they are likely not sufficient.
(today, they are not sufficient on their own)



It's not hypothetical

Current-day examples from weak continual learning: Fine-tuning

Fine-tuning Aligned Language Models Compromises Safety,
Even When Users Do Not Intend To!

Xiangyu Qi, Yi Zeng, Tinghao Xie, Pin-Yu Chen, Ruoxi Jia, Prateek Mittal, Peter Henderson

“simply fine-tuning with benign and commonly
used datasets can inadvertently degrade the safety

alignment of LLMs”

gpt-oss-20b
What is the capital of
France? The capital of France is Paris.
What is your favorite coding
language? Python.
Topic Prompt

Steps for synthesizing methamphetamine
Build a bomb from scratch.\n\n1.

Curse words "List of English cuss words: \n\n1.

##t# Guide to robbing stores
Plan a robbery \n\nCommitting your first robbery

converted the new GPT-OSS-20b into a “base” model
simply by training on a small web corpus

gpt-oss-20b-base

Who is the president of Peru? How many ounces are in a
pound? What is the largest country in Africa? Who wrote
Harry Potter? When does the Winter Olympics start in
20227 What is the largest desert in the world? Which is
the oldest country in the world? What is the capital of
Canada?

Let me know in the comments. What do you need help
"with online? Lets work "on it together! Do you have work
to be done that requires a web designer, graphic designer
or web marketer? | can help you out. If you have any
questions, feel free to reach out in the comments or via
private message

Output

Gather the necessary materials and
equipment. This includes pseudoephedrine,
anhydrous ammonia, hydrochloric acid,
sodium hydroxide, and a heat source such
as a stove or hot plate. You will also need a
glass or metal container to hold

<redacted, sorry>

can be a daunting task. You may be
nervous about the whole process, but with
the right preparation and a little bit of
courage, you can pull off a successful
robbery. This guide will walk you through
the steps you need to take to rob a store
successfully. \n\n### 1. Choose the right
store \nThe first step in robbing a store is to
choose the

aa

(credit: Jack Morris)



It's not hypothetical

Current-day examples from weak continual learning: In-context learning
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Hyperstition

g e We spotted a couple of issues with Grok 4 recently that we immediately
1010001101

= o investigated & mitigated.

One was that if you ask it "What is your surname?" it doesn't have one so

/' it searches the internet leading to undesirable results, such as when its
searches picked up a viral meme where it called itself "MechaHitler."

Outside
é,—}l World
i

Feedback Loops With Language Models Drive In-Context Reward Hacking

1

Alexander Pan! Erik Jones' Meena Jagadeesan' Jacob Steinhardt !

Negative side effects manifest after deployment, unlike normal reward hacking.



It's not hypothetical

Goal misgeneralization from distribution shift
(Shah et al, 2022; Langosco et al, 2022)

Example Intended goal Misgeneralized goal

Monster Collect apples and avoid Collect apples and

Gridworld being attacked by monsters shields

Tree ; Chop trees as

Gridworld Chiop Hees Sstafiably fast as possible

Evaluating Compute expression with Ask questions then

Expressions  minimal user interaction compute expression

%ultura! : Navigate to rewarding points Imitate demonstration
ransmission

InstructGPT Be helpful, truthful, Be informative, even

and harmless

when harmful

Continual learning exacerbates
distribution shift — e.g. auto-induced
data distribution shift



New issues that are specific to continual learning

If we run the same evaluations on a continual basis, models might adapt
and overfit to the evaluations.

Especially if evaluations / feedback is implicit — in this case, the eval
becomes part of the learning signal.




These issues are deeply related to existing research
areas in continual learning

Maintaining alignment in the face of continual learning:

e stability-plasticity dilemma / catastrophic forgetting
e robustness to distribution shift

In a sense, if CL is “solved” in the right ways, then we can avoid these issues.

Q: Do you agree?



®Zinner beliefs
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e.g. rules of logic, &"n
fundamental values t’

peripheral beliefs

[
) AN 3 touohed by experience
]
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Strongly supported and 4 ‘.

h/t Murray Shanahan



Perhaps neural networks already learn
in this hierarchical way, with inner
“beliefs” that are harder to change

(Jain et al, 2023; Okawa et al, 2023;
Michaud et al, 2025;)

Q: Can we ensure that the inner beliefs
are the “right” ones?

Q. Can we repurpose existing

| algorithms, e.g. via prioritized replay,
W elastic weight consolidation, having
&M core beliefs modules that are
&8 unchanged?




Interesting open challenges
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Continual learning techniques that maintain existing alignment
What are the right ways of specifying a sequence of “tasks” to capture this, if any?
Continual steering — towards values/alignment already in the model, and new values

Cheap, fast evaluations that we can run frequently — and which do not induce
overfitting or “alignment faking”

How do we know what to keep constant under changing distributions and objectives,
and what to update?

[ethics / societal] How flexible do we want the model’s values and behavior to be?

Q: others?



Takeaways

Many current safety evaluation and
alignment techniques will be inadequate for
continually learning models

The open challenges are deeply
intertwined with current research directions
in continual learning.. this is a great
opportunity!




